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Abstract— 3D animation is one of the most interactive and useful application of computer graphics, programming and mathematics. It is 

also widely used in fields like gaming, movie, AI, virtual reality, etc. 3D animation involves complex algorithms and data structures as per 

the requirement of artist, engineer, designer and machine. Some techniques are simple to understand, some are simple to implement but 

on the hand. Some are difficult to understand or implement. But there are few techniques that are in trend. This paper focuses on how 

some techniques, which are in trend are used to convert a 3D design into a 3D object on the screen. And also on challenges associated 

with each along with future development    

Index Terms— 3D animation, 3D rendering, Animation technique, cage, mesh parameterization, multichart technique, texturing 

——————————      —————————— 

1 INTRODUCTION                                                                     

n every computer graphics oriented  application, it is a 

common practice to create 3D models (Fig 1, top) as a way 

to obtain realistic feel. After creating the objects, animators 

then usually deform and/ or animate them (Fig 1, right) to 

create the poses most appropriate for each given scenario or 

application. Finally, once the 3D objects are ready, the scene is 

visualized  with a rendering algorithm (Fig 1, bottom) to pro-

duce synthetic scene images [1]. Another technique is textu r-

ing, however a texture can be loosely defined as: texture can 

be a texture in the usual sense (cloth, wood, gravel) or a d e-

tailed  pattern repeated  many times to tile the plane-or, more 

generally, it can be a multid imensional image mapped in mu l-

tid imensional space. Another relevant technique is Texture 

mapping, which means the mapping of a function onto a su r-

face in 3D. Hence texturing, deformation, and visualization 

are all key aspects of the computer graphics [2] 

When 3D artists need to apply texture mapping to 3D 

models, they usually do it with the help of mesh parameterization 

techniques 
[3]

. Of those techniques, some of the most popular are 

multichart approaches, which break a continuous 3D model into a 

set of disconnected pieces called charts. This way, general and 

complex 3D models are mapped from a 3D space to 2D space, in 

which artists can easily apply images or directly paint. This pro-

cedure, although useful, produces the appearance of texture dis-

continuities where the charts meet. This cause serious problems 

for common applications such as regular texture filtering (inter-

polation from a set of pixels), continuous simulations in texture 

space, and more advanced tasks like subdivision surfaces. 

After texturing, animators are often unsatisfied with the 

initial 3D model poses and need methods and software to easily 

deform and/or animate 3D models. From the many existing de-

formation approaches, cage-based methods 
[8]

 have gained popu-

larity in recent years among the computer graphics community, 

mainly because of their simplicity and speed. This feature is im-

portant for modelers, who require fast feedback on their work. 

Those methods are characterized by the use of a single cage that 

encloses the model to be deformed. This cage must be of a simi-

lar shape to the input mesh, but much simpler, and it drives the 

final deformation. 

To apply deformations to the input mesh from the de-

formed cage, a set of coordinates are computed, producing a 

binding from cage vertices to mesh vertices. Several types of 

coordinates exist, each with their own advantages and drawbacks, 

and depending on the one used, we will obtain different results. 

By using a single cage, we are restricted to the use of just one 

type of coordinate, and our deformations are global. This means 

that we cannot combine the strengths and flexibility of several 

coordinate types and cannot apply deformations at different lev-

els of detail (from the whole model to just one small detail). 

Moreover, using several cages produces discontinuities at cage 

boundaries, eliminating the smoothness of the input mesh and 

even producing cracks. However, this is a need for a method that 

allow animators to deform a 3D model to produce high-quality 

deformations with fine control, while preserving the smoothness 

of the input mesh. 

 

 
Fig 1: Computer graphics pipeline. A 3D model is first textured by an 

artist and then deformed by an animator to create new poses. Finally, 

the model is rendered from various points of view or requirements. 
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Once a scene is correctly textured and deformed, we 

usually want to visualize it as fast as possible. While preserving 

the image quality of the rendering algorithm used. Many tech-

niques can help accelerate the visualization of a 3D scene, from 

common rasterization to more complex global illumination ap-

proaches. Some approaches present new data structures to accel-

erate the creation of the final rendered image, 
[9]

 whereas others 

try to avoid computations by exploiting similarity between 3D 

models 
[10]

 once the scene is projected onto the screen. One key 

strategy of those methods is to compute some small amount of 

information (pixel colors) and reuse it as much as possible. When 

reusing pixel information, it is important to only reuse pixels 

from smooth and similar regions, avoiding the reuse of pixels 

coming from discontinuous or dissimilar features. A bad reuse 

approach, usually some kind of interpolation, could lead to visi-

ble artifacts and, as a consequence, decrease the final image qual-

ity. 

2 TECHNIQUES USED IN 3D ANIMATION  

Some techniques that will improve existing state-of-the-art 

approaches related  to continuity and interpolation of texture 

space (or texturing), object space (or deformation), and screen 

space (or rendering) are listed  below by Francisco González 

García[1]. 

2.1 Texture Space: Contunintiy Mapping 

Multichart parameterizations are among the most commonly 

used  methods for texturing in current computer  graphics pipe-

lines. Those methods introduce d iscontinuities, called  seams, 

by breaking the models into charts. In practice, this process 

produces spatial d iscontinuities as triangles, where neighbors 

in 3D are not neighbors in texture space (2D) anymore (see Fig 

2), and a sampling mismatch of textures at chart boundaries 

occurs because every chart in 3D space is mapped to the tex-

ture space with d ifferent scales and rotations, causing texels 

(or texture element) from different charts not to match up  at 

chart boundaries (see Fig 2) 

 

 

Fig 2: Multichart parameterizations discontinuities. Neighboring 

points in 3D are mapped into different areas in 2D (spatial dis-

continuities) with different scale and rotation (sampling mis-

match). 

 

 

Up until now, those problems w ere hidden by increasing the 

texture resolu tion, applying padding procedures (extending 

chart boundaries in 2D), or transferring the multichart texture 

information to another seamless parameterization. This does 

not solve the problem, however, and it can even produce loss 

of detail and artifacts from the original multichart textures. 

To address this, we developed Continuity Mapping, a 

technique that is able to provide a continuous mapping for 

any multichart parameterization without modifying the orig i-

nal artist’s content. Continuity mapping consists of two relat-

ed techniques: traveler ’s map and sewing the seams, both ap-

plied  in a preprocessing stage.  

First, traveler ’s map solves the texture spatial d iscon-

tinuities problem at chart boundaries by defining a corre-

spondence, in texture space, of any point outside a chart with 

its corresponding point inside the neighboring chart.  

Second, the sewing the seams technique solves the 

sampling mismatch at chart boundaries by literally sewing the 

seams, creating a thin  border of virtual triangles (not real ob-

ject geometry) in texture space to correctly interpolate and  

filter texture values through charts boundaries.  

Continuity mapping allows for some applications that 

were not previously possible, such as seamless texture filter-

ing, continuous simulations in texture space like flu id  simula-

tions and reaction-d iffusion simulations, and multichart relief 

mapping (see Fig 3) 

(a)                                    (b)                                  (c) 

Fig 3: Multichart relief mapping. (a) The dragon model with multichart 

relief mapping applied and its parameterization. (b) A close-up view of 

the head model and its base geometry. (c) A comparison between con-

tinuity mapping and padding when relief mapping is applied. The blue 

fragments represent regions outside charts. 

 

2.2 Object Space: *Cages 

Cages are the line drawn around the object to be rendered (typi-

cally putting object inside an imaginary cage for easy computa-

tion), cages can be treated as separate or single as per the need. 

As discussed earlier, all previous cage-based deformation ap-

proaches 
[8]

 used a single cage to drive the final deformation of a 

mesh. This presented some common problems: 

 

■ Locality:  By using a single cage for the deformation, local 
modifications cannot be applied  to the 3D models.  

■ Time and  memory consumption: The global behavior of 
those methods increases the memory consumption and the 

number of evaluations to perform.  

■ Smoothness: All previous methods have continuity prob-

lems at cage boundaries, which produces non smooth d e-

formed meshes at those locations.  

■ Coordinate combination: The deformations produced by all 
the methods are d ifferent, and there is no way to combine 

them.  
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■ Usability: The design and  modeling of a single cage is less 
user-friend ly than a small set of simpler cages. 

 

 

To overcome the above limitations, Francisco González García
[1]

 

has proposed *Cages in his work Dissertation Impact. *Cages, 

are generalization of traditional single cage-based systems that 

uses a set of hierarchical cages, in which the leaf cages bound the 

object in a piecewise manner without any intersection (see Fig 4). 

Each cage can use a different set of coordinates, which increases 

the flexibility available to artists. They can select the coordinate 

type for any cage and, as a consequence, produce several differ-

ent deformations according to their needs. *Cages will blend eve-

ry cage deformation seamlessly across cage boundaries, avoiding 

the discontinuity issues of previous approaches. This hierarchical 

system allows for a more flexible and faster approach because the 

cages are far less complex. As a result, *Cages requires less 

memory and enables faster deformations. 

 

 

 

 

 

 

 

 

 

Fig 4: Applying *Cages to the squirrel and chinchilla models. The blue 

cages use mean value coordinates, green cages use green coordi-

nates, and red cages use harmonic coordinates. [10] Notice especial-

ly the hierarchy of cages applied on the squirrel model. 

 

2.3 Screen Space: I-Render 

The Continuity Mapping and *Cages techniques brought new 

methods to texturing and mesh deformation to avoid discontinui-

ties in texture and object space, respectively. This last method 

drives reuse and interpolation as a way to speed up the generation 

of the final rendered image. We observed that many of the scenes 

used in production have many regions that share the same charac-

teristics or information. Because their final rendering is going to 

be nearly the same, they could thus share some information to 

make their computation more efficient. Taking into account this 

key point, we presented a two-stage technique called I-Render. In 

the first stage, we use information theoretic tools and measures to 

cluster the scene geometry (see Fig 5) by a similar set of features 

(such as visibility, orientation, or texture color). This set of fea-

tures is the key characteristic that we want to keep and, as a con-

sequence, share between scene objects. Then, in real time, the 

rendering stage uses the previously computed clusters to evaluate 

the final image’s colors, using a multiresolution approach.  
This method first renders the scene in a low-resolution buffer 

and then iteratively computes larger resolutions until it reaches 

the final desired resolution. Every iteration reuses low-resolution 

pixel information coming from previous passes. At cluster 

boundaries, in which a discontinuity between features exist, the 

samples are fully evaluated and reused in further iterations of the 

method. Given the iterative nature of the method, we provided an 

automatic control mechanism that determines the number of 

passes (intermediate low-resolution images) to be computed to 

avoid situations in which we could underperform traditional ray 

tracing i.e., situations with a low level of similarity or interpola-

tion. We can implement this technique on top of a GPU-based ray 

tracing engine, and our results show that I-Render can render up 

to 12 times faster than traditional ray tracing 
[1]

, while preserving 

the image quality (see Fig 5). 

 

(a)                                   (b)                                    (c)  

Fig 5: Final scene rendering. Comparison of (a) traditional ray 

tracing and (b) I-Render using the (c) previously computed clus-

ters. 

 

3 CURRENT TRENDS  

The first presented  technique, Continuity Mapping, appeared  

as a solu tion to avoid  the d iscontinuities resulting from all 

multichart parameterizations. From the beginning, we knew 

that most of the 3D models used  in the computer graphics in-

dustry (videogames, virtual reality, film, and so on) were u s-

ing this type of parameterization, and we also knew that this 

type of parameterization still resulted  in d iscontinuities in 

texture space.  

Thus, the main goal was to propose a new method that 

could  convert any d iscontinuous multichart parameterization 

into a seamless one, avoiding any modification or loss of detail 

of the textures painted  by the artists. This constraint was im-

portant because computer graphics companies invest a lot of 

their resources in the modeling and  texturing of 3D models. 

As a consequence, destroying or modifying that previous in-

vestment made no sense. Based on this primary goal, we can 

retain the original multichart parameterization and to try to 

make it seamless. This led  us to a solu tion that, by using a 

small extra memory footprint, was able to visualize any mul-

tichart parameterization as a seamless one without any kind of 

re-parameterization or mod ification in the artist’s provided 
textures. Continuity Mapping was tested  in real environments 

by a few videogame companies, and even though the results 

were good, in the end the extra computations needed for the 

method to work were harmful to its final applicability in the 

next wave of videogame engines.  

A videogame is an interactive application with numerous 

physics, AI, and graphic computations occurrin g for every 

single frame, so it is necessary to carefully invest engine re-

sources. Even though this technique was efficient in both 

memory and time consumption, videogame companies were 

not ready to assume the extra cost that seamless texturing 
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benefits can offer. In addition, Continuity Mapping is less ap-

plicable to the 3D film industry because more expensive p a-

rameterizations could  be used  without the memory and  time 

restrictions needed for interactive environments. As a result, 

we learned  that sometimes research turns out to be less appli-

cable that hoped, but it still opens the door of possibilities for 

other researchers. 

From the early stages of the *Cages development, research-

er felt that it could  be a useful tool for modelers. Being able to 

offer a hierarchical and continuous approach for cage-based  

deformation that could  su it any type of the existing cage coor-

d inates, taking advantage of their strengths and avoiding their 

main limitations, would  allow them to provide a useful tool 

for mesh deformation. Pixar had  developed one of the previ-

ous approaches, [8] which made them conscious of the high 

level of interest that this type of research could  have from  the 

3D computer animated  film industry. 

Last but not least, I-Render is not ready, in its current form, 

to be integrated  into commercial rendering engines (such as 

Maxwell Render, V-Ray, and  Arnold). This is mainly because 

of its robustness as a technique, which has to be applied  into a 

large and d ifferent range of scenarios and situations, while still 

providing the high level of image quality that commercial 

renderers demand. To be able to achieve this, more research is 

necessary in the clustering stage. First, we need to provide a 

more general framework to accommodate all kinds of features 

to be preserved and interpolated . Second, we must improve 

the performance of this stage; in its current form, it can take 

several minutes to preprocess moderately complex scenes. A 

parallel implementation would  be an appropriate approach. 

Nevertheless, I-Render is a promising proof of concept that we 

hope to continue extending in the fu ture. 

4 FUTURE SCOPE  

When doing research related  to texturing, we need to keep in 

mind that this task is close to the 3D artist’s workflow. Artists 
usually prefer to paint 3D models on 2D (textures), instead  of 

working d irectly on 3D models. In addition, artists usually 

need to tweak the initial parameterization to achieve better 

mappings of selected  areas and features. Those demands im-

pose some serious constraints on the fu ture of parameteriza-

tion research. We can hope that the next wave of texturing ap-

proaches should  allow artists to work seamlessly from 3D to 

2D, and vice versa, while they take care of the possible d iscon-

tinuity issues appearing in the process. This would  provide 

them with a lot of flexibility and allow them to focus on pain t-

ing the 3D models rather than hid ing the seams 

 

Mesh deformation tools are going to evolve into hybrid  meth-

ods in which the user is not restricted  to a single deform ation 

approach. Animators are going to be able to select between 

various methods, depending on their needs, providing the 

user with more flexible approaches without having to deal 

with the d iscontinuities that could  appear when using d iffer-

ent deformation techniques. Alec Jacobsen [10] has already 

taken a first step in that d irection by allowing the user to 

choose between a ranges of handles, from skeletal bones to 

cages, to deform a 3D model. *Cages could  perfectly fit into 

that trend, as a good candidate to replace single cage-based  

handles. However, in addition to being free to select a defor-

mation approach, animators still need a more general fram e-

work, such as the one *Cages proposes for cage-based defor-

mations, in which they are not limited  to a single coordinate 

type and, as a consequ ence, to a single way to deform a mesh. 

Although many techniques exist that could  improve the 

performance of current commercial renderers, a promising 

d irection is to take advantage of the similarity and coherence 

present in 3D scenes. Defining similarity is going to continue 

to be a key challenge at many levels - for performance, in 

which a coherent, similar, and efficient computation is neces-

sary, and for its definition, because the better we specify this 

concept, the better the results will be. Most of that new re-

search will focus on screen space because it will allow re-

searchers to decouple the method’s complexity from the sce-

ne’s complexity, thus making the research only coupled  to the 
resolu tion of the final image.  

5 CONCLUSION 

For better understanding of 3D animation and its applications, 

we surveyed the literature in this area. We listed  the tech-

niques which are in trend and d iscussed  current approaches to 

implement them. We found that, the research done in this d o-

main is really useful in multiple domain which needs an ima-

tion as a tool. Available tools and techniques must  be revised  

or at least reviewed for improvement. Need of techniques 

used  is changing with demand of quality and commercial 

scale of production.   
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